Investigating the Dynamics of Elk Population Size and Body Mass in a Seasonal Environment Using a Mechanistic Integral Projection Model
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Abstract: Environmentally mediated changes in body size often underlie population responses to environmental change, yet this is not a universal phenomenon. Understanding when phenotypic change underlies population responses to environmental change is important for obtaining insights and robust predictions of population dynamics in a changing world. We develop a dynamic integral projection model that mechanistically links environmental conditions to demographic rates and phenotypic traits (body size) via changes in resource availability and individual energetics. We apply the model to the northern Yellowstone elk population and explore population responses to changing patterns of seasonality, incorporating the interdependence of growth, demography, and density-dependent processes operating through population feedback on available resources. We found that small changes in body size distributions can have large impacts on population dynamics but need not cause population responses to environmental change. Environmental changes that altered demographic rates directly, via increasing or decreasing resource availability, led to large population impacts in the absence of substantial changes to body size distributions. In contrast, environmentally driven shifts in body size distributions could occur with little consequence for population dynamics when the effect of environmental change on resource availability was small and seasonally restricted and when strong density-dependent processes counteracted expected population responses. These findings highlight that a robust understanding of how associations between body size and demography influence population responses to environmental change will require knowledge of the shape of the relationship between phenotypic distributions and vital rates, the population status with regard to its carrying capacity, and importantly the nature of the environmentally driven change in body size and carrying capacity.
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Introduction

Understanding the consequences of changing environmental conditions for population growth and persistence is a core focus of modern ecology, yet our ability to predict how populations will respond to environmental change remains poor (Lawson et al. 2015). Empirical and theoretical work shows that environmental change can alter population abundance and growth rates either by changing vital rates (i.e., impacting directly on the survival and fecundity prospects of individuals) or by shifting the distribution of fitness-related phenotypic traits in the population, subsequently altering individual performance (i.e., impacting indirectly on demographic rates; Pelletier et al. 2007; Ozgul et al. 2012; Douhard et al. 2018). The latter is perhaps best exemplified by studies of body size—demography associations under changing environmental conditions (Ozgul et al. 2010). Body size is a good proxy for individual performance in many species (Peters 1986). Shifts in body size distributions can occur as a plastic response to different environmental regimes or in response to changing selection pressures (Via et al. 1995; Benton et al. 2006; Bradshaw and Holzapfel 2006). Regardless of the mechanism, a growing body of literature indicates that environmentally driven changes in body size distribution can drive changes in population dynamics (Benton et al. 2006;
Ozgul et al. 2010; van Benthem et al. 2017; Hoy et al. 2018). For example, warmer spring air temperatures increased the length of the growing period for marmots, enabling them to emerge from hibernation earlier, weaken their young earlier, and subsequently achieve greater body mass (Ozgul et al. 2010). As vital rates are strongly dependent on body mass in this species, the subsequent increase in survival rates resulted in a rapid population increase and altered population dynamics (Ozgul et al. 2010).

While environmentally mediated changes in body size may underlie population responses to environmental change in many circumstances, this is not a universal phenomenon (Isaac 2009; Pelletier et al. 2012; Gaillard et al. 2013; Colchero et al. 2019). Environmental change may lead to changes in population abundance that occur either alongside changes in population composition (i.e., the sizes of individuals present) or independently of these (Isaac 2009). Conversely, environmental change may alter population composition with little detectable change in population abundance (Mason et al. 2014). Understanding when and why each of these routes transpires is important because intraspecific variation in body size and density-dependent processes interact in complex ways to influence both population dynamics and the outcomes of interspecific interactions. For example, temporal variation in resource consumption is determined not only by population abundance but also by the distribution of body sizes within a population. Thus, environmentally driven changes in body size distributions can alter the strength of ecological interactions, potentially inducing or modifying feedback loops among population abundance, resource biomass, and trait dynamics (Bolnick et al. 2011; Hempson et al. 2015; Griffiths et al. 2018). In addition, environmentally driven shifts in body size can alter the balance of asymmetric interactions among individuals, which can have stabilizing or disruptive effects on population dynamics (Nelson et al. 2019), weaken the strength of trophic cascades (Detmer and Wahl 2019), or lead to emergent phenomena, such as Allee effects, facilitation, or predator exclusion (De Roos et al. 2003).

An additional concern for accurately predicting population responses to environmental change is that environmental change occurs as a multifaceted phenomenon composed of component parts that may act in conflicting ways. In temperate environments, for example, forecasts for altered patterns of seasonality under future climate scenarios include rising temperatures, altered precipitation patterns, increasing fluctuations in the frequency and severity of extreme events, and changes to the timing, depth, and extent of seasonal snow cover (IPCC 2013). Each of these processes can modify the amount and quality of seasonal vegetation in different and potentially contrasting ways, thus exerting both synergistic and antagonistic effects on resource availability and productivity. For most temperate vertebrate species, demographic rates often increase with spring-summer productivity and decrease with winter severity (Sæther 1997; Coulson et al. 2001). Hence, this complicates our ability to predict population responses to environmental change when multiple conflicting processes act to modify patterns of resource availability (Pearce-Higgins et al. 2015). To address this problem, ecologists require knowledge of how distinct environmental processes affect demographic rates, phenotypic trait distributions, and population trajectories.

A mechanistic understanding of how environmental change alters resource availability and body size–demography associations—and how these in turn affect trait distributions, individual performance, and ultimately population growth—would advance our ability to accurately predict how populations will respond to environmental change. To date, research in this area has predominately employed phenomenological approaches in nondynamic frameworks (e.g., Stenseth et al. 2004; Plard et al. 2015; van Benthem et al. 2017; Dubos et al. 2018). These approaches are valuable, but they ignore potential feedbacks among the environmental change, resource availability, growth trajectories, and population dynamics, and they do not afford insights into the mechanisms generating observed patterns. Moreover, given the pervasiveness of nonlinearity in most biological systems (Small 2012) and the substantial uncertainty surrounding environmental forecasts (IPCC 2013), predictions from phenomenological models will rarely be valid beyond the range of the data for which they were parameterized.

An alternative approach is to develop a dynamic population model that mechanistically links environmental conditions to changes in demographic rates and phenotypic traits (body size) via changes in resource availability and individual energetics. Integral projection models (IPMs) are a powerful tool to investigate population-level processes from an individual-level perspective, particularly for populations structured by continuous traits, such as body size (Coulson 2012; Merow et al. 2014). The generality of IPMs permits their application to any system for which there is available life-history and trait-specific data. In this article, we develop an IPM in which the demographic functions that determine population dynamics (i.e., growth, survival, and reproduction) are mechanistically obtained in a bioenergetic framework. The bioenergetic equations describe rates of resource acquisition, assimilation, and allocation as a function of individual physiology (body size, energy reserves, and breeding potential) and resource availability in a seasonal environment. In this way, the model captures the complex interplay between the dynamics of individual growth, which determine phenotypic trait distributions and demographic rates, and density-dependent processes operating through population feedback on available resources.
Accordingly, the model enables us to explore population responses to environmental change while incorporating the interdependence of growth and demography and the density-dependent feedbacks that can regulate populations in variable environments.

Although generic in nature, we parameterized the model for a population of elk (Cervus canadensis) living in the northern part of Yellowstone National Park and the adjoining areas of Montana (hereafter, “northern Yellowstone”; MacNulty et al. 2016). We chose this system for several reasons. First, data are available on the demography, vital rates, and energetics of food consumption in elk to obtain sensible estimates for our model parameters. Second, like other large abundant ungulates, elk can have significant impacts on vegetation dynamics in grassland ecosystems and are often regarded as keystone species in the ecological communities of the Northern Rocky Mountains (Ripple et al. 2015; Starns et al. 2015; Frank et al. 2016). Third, this region is experiencing marked changes in environmental seasonality that are forecast to continue under current climate models: warmer spring-summer temperatures, longer vegetation growing season, more frequent drought, and shorter and less severe winters (Chang and Hansen 2014; Romme and Turner 2015). These environmental changes are likely to have consequences for this elk population, as variation in winter severity and spring productivity are correlated with some vital rates in this species (Cook et al. 2004; Eberhardt et al. 2007; Proffitt et al. 2014). At present, robust predictions for the consequences of such changes remain lacking. Finally, we parameterize our model for this system because it has been the focus of ongoing debate regarding the role of changing environmental factors (as described above) and changing species interactions (e.g., the recovery of large carnivores) in driving the recent decline of the northern Yellowstone elk population and generating more broad-scale ecosystem change (see, e.g., Vucetich et al. 2005; Ripple and Beschta 2006; Kauffman et al. 2010; MacNulty et al. 2016). We use our novel and generalizable model to (1) investigate the dynamics of simulated elk body and population sizes under a baseline seasonal environment; (2) examine how perturbations to key demographic and bioenergetic parameters influence elk population size, resource availability, and the distribution of structural mass and energy reserves in the elk population; and (3) investigate how changing patterns of seasonality alter the population size and population composition (i.e., body size distribution) of elk.

**Methods**

**General Model Structure**

We developed a single-sex bioenergetic IPM for a population of female herbivores consuming a dynamic resource in a predator-free, seasonal environment. The model is formulated to reflect the ecology and population dynamics of elk feeding on a seasonally fluctuating temperate grassland and can be readily adapted to other systems. We assume an annual life history for elk, with time iterated forward on a monthly time step (i.e., 12 time steps, t, per year). The dynamics of the elk population are defined by an IPM that links changes in the distribution of individual phenotypes to demographic outcomes at the population level. We define the phenotype of the elk, Z, to be the sum of a structural mass component, Zs, and an energy reserve mass component, Ze (Z = Zs + Ze). The structural component contains bones and essential organs and cannot decrease over time. The energy reserve component is principally muscle and fat that is used for growth and investment in offspring and thus fluctuates over time. The IPM iterates the distribution of Z from time t, H(Z, t), to time t + 1, H(Z', t + 1). The model states that

\[ H(Z', t + 1) = \int_0^1 \left[ D(Z|Z, t)R(Z, t) + G(Z|Z, t)S(Z, t)\right] H(Z, t) \, dZ, \]

where the survival function S(Z, t) is the probability that an individual of mass Z survives from time t to t + 1 and G(Z|Z, t) is the probability that an individual of mass Z at time t grows to mass Z' at t + 1, conditional on survival. The reproduction function R(Z, t) gives the number of offspring produced between time t and t + 1 by an individual of mass Z at time t that recruit to the population. The probability density function D(Z|Z, t) gives the probability that the offspring of an individual of mass Z are of mass Z' at time t + 1 and describes the development of the phenotype between time periods. These four functions are defined in detail below. The closed interval Ω denotes the domain for integration.

**Dynamics of the Resource**

Northern Yellowstone elk are primarily grazers, and grasses constitute >75% of their winter diet (Christianson and Creel 2007). Accordingly, we assume a seasonal grassland environment where resources, V, grow during a 6-month growing season and do not grow during a 6-month nongrowing season. Over a month in the growing season the dynamics of the resource are described with a simple growth function:

\[ V_{t+1} = (1 - a_t)V_{max} + a_t V_t. \]

In the absence of elk and during months when the resource grows, at any starting point where \( V_{max} < V_{max} \) the dynamics of \( V \) will asymptotically converge to \( V_{max} \) for values of \( 0 < a < 1 \). During the nongrowing season
the resource does not grow \((a = 1)\), and snow can fall to cover the resource.

In bioenergetic models, the maximum ingestion rate of an organism is assumed to be proportional to its body surface area and scales according structural mass\(^{0.73}\) (see, e.g., Illius and O’Connor 2000; van der Meer 2006). Accordingly, the maximum ingestion rate of the elk scales following a two-thirds power law with structural mass \((Z_{0}; Z\) Illius and O’Connor 2000). We also assume that consumption follows a type II functional response with resource biomass (Owen-Smith 2002). In addition, we include a check on overconsumption by modeling consumption as a sigmoid function of a target ratio of energy reserve to total size \((Z_{0}; Z; De \ Roos \ et \ al. \ 2009)\). This limits resource consumption when individuals approach the target ratio. Hence, maximum monthly consumption is identified as

\[
C_{\text{max}}(Z_{t}) = (cZ_{0}^{0.73}) \left( \frac{V_{t}}{\theta + V_{t}} \right) \left( \frac{1}{1 + \exp(-\eta(fZ - Z_{0}))} \right),
\]

where \(c\) is the slope of the power function, \(\Theta\) gives the half-saturation constant in grazing rate, \(\eta\) determines the steepness in satiation scaling of consumption rate, and \(f\) is the target energy reserve mass as a fraction of total mass \((Z)\).

The distribution of \(Z_{t}\) in the elk population is defined as \(H(Z_{t}, t)\). Consequently, the maximum rate of resource depletion by all elk in the population is \(\int H(Z_{t}, t)C_{\text{max}}(Z_{t}) \, dZ_{t}\). The population of elk cannot consume all of the resources. The value \(V_{\text{min}}\) describes the lowest level the resource can be depleted to and represents the minimum sward height that the elk can graze. Accordingly, resource consumption is scaled by a constant \(p\) that ensures that \(V_{t+1} > V_{\text{min}}\):

\[
p = \begin{cases} 
0 & \text{when } (V_{t} \leq V_{\text{min}}), \\
1 & \text{when } (V_{t} - \int H(Z_{t}, t)C_{\text{max}}(Z_{t}) \, dZ_{t} > V_{\text{min}}), \\
\frac{V_{t} - V_{\text{min}}}{H(Z_{t}, t)C_{\text{max}}(Z_{t})} & \text{when } (V_{t} - \int H(Z_{t}, t)C_{\text{max}}(Z_{t}) \, dZ_{t} < V_{\text{min}}).
\end{cases}
\]

(4)

Additionally, when snow falls it reduces the amount of resource that elk can consume by a constant proportion, \(\zeta\) (Fortin et al. 2005). The dynamics of the total resource can now be described as

\[
V_{t+1} = (1 - a) V_{\text{max}} + a V_{t} - \zeta p \int H(Z_{t}, t)C_{\text{max}}(Z_{t}) \, dZ_{t},
\]

(5)

where \(\zeta = 0.5\) when snow falls and 1 otherwise (see table 1).

Elk Population Dynamics: Defining the IPM Functions

Survival Function. We constructed a survival function to capture the main characteristics of the mortality schedule of wild elk—that is, lower mortality rates for smaller (younger) elk and very high survival rates for fully grown elk (adults). We assume that mortality is phenotype dependent and use a logit function to model \(S(Z, t)\) as a function of total mass, \(Z\). In addition, we assume that death occurs as a function of the ratio of energy reserve to total mass \((Z_{r}/Z)\), with individuals dying when reserves drop below a threshold ratio, \(b\). This formulation captures the fact that weak individuals can die from multiple causes (e.g., starvation, disease). Survival is thus specified as

\[
S(Z, t) = \begin{cases} 
0 & \text{if } \frac{Z_{r}}{Z} < b, \\
1 & \text{if } \frac{Z_{r}}{Z} > b, \\
1 + \exp(-(\beta_{0} + \beta_{1}Z + \cdots)) & \text{otherwise.}
\end{cases}
\]

(6)

where \(\beta_{0}\) and \(\beta_{1}\) are the intercept and slope of the logit function and the centered horizontal ellipsis represents other factors that influence survival and could be incorporated if desired (e.g., predation, disease).

Growth Function. From the equations above, we see that the expected total resource consumed by any individual is \(pC_{\text{max}}(Z_{t})\). The expected amount of assimilated energy is then \(jpC_{\text{max}}(Z_{t})\), where \(j\) is the energy content of the resource. A portion of this assimilated energy is, subsequently, allocated to maintenance. In this way, our model is analogous to a simplified net production model, in which a portion of assimilated energy is first allocated to maintenance costs, with the remainder (the net production, or the difference between energy acquisition and maintenance) partitioned between growth and reproduction (Lika and Nisbet 2000). Monthly maintenance costs are obtained from daily metabolic costs and are assumed to scale following a three-quarters power law with total body mass \((Z)\). This allometric scaling of metabolic rate with mass (known as Kleiber’s law) is a consequence of the scaling of resource supply networks and exchange surfaces in branching hierarchical networks, arising from the physics and geometry of animal circulatory systems (Savage et al. 2004):

\[
M(Z) = 30 \cdot b Z^{0.75}.
\]

(7)

The amount of energy then available for growth or reproduction over a month is

\[
\Delta E(Z) = jpC_{\text{max}}(Z_{t}) - M(Z).
\]

(8)

This is added to an individual’s energy reserves:

\[
Z_{r}^{n} = Z_{r} + m^{-1} \Delta E(Z),
\]

(9)

where the parameter \(m\) is the metabolic coefficient for the conversion between assimilated energy and energy reserve.
and varies between anabolic (positive $\Delta E(Z)$) and catabolic conditions (negative $\Delta E(Z)$; Illius and O’Connor 2000).

Once individuals have attained a structural mass that is equal to or greater than a threshold ($k$), they cease to grow bigger (although they continue to gain and lose energy reserve mass). At each time interval, individuals that are below this structural mass threshold, $Z_s < k$, grow by turning a proportion, $\psi$, of their stored resources into $Z_s$, subsequently depleting their stored resources. Energy reserves are converted to structural components with constant efficiency, $\epsilon$. Individuals that are above this threshold, $Z_s \geq k$, simply accumulate energy reserves (at the same mass-dependent rate as smaller individuals). Hence, we can define the expected distributions of $Z_s$ and $Z_a$ at $t + 1$ (in nonbreeding months) thus:

$$Z'_s = \begin{cases} 
Z_s + \psi \epsilon Z'_a & \text{if } (Z_s \leq k), \\
Z_s & \text{if } (Z_s > k);
\end{cases}$$  \hspace{1cm} (10)

$$Z'_a = \begin{cases} 
(1 - \psi)Z'_a & \text{if } (Z_s \leq k), \\
Z'_a & \text{if } (Z_s > k).
\end{cases}$$  \hspace{1cm} (11)

During the annual breeding event (the breeding month, in which all reproductive costs are incurred), individuals that have reached the required size for breeding ($Z_s = k$) will breed provided they have accumulated sufficient energy reserves (see details below). We refer to this group as “potential breeders.” We assume that potential breeders (individuals with $Z_s \geq k$) will breed if the ratio of their energy reserve mass to total mass is greater than the threshold value, $g(Z'_a; Z > g)$. Those that breed allocate a proportion, $\tau$, of their stored resources to producing and provisioning offspring. Thus, over the time interval in which reproduction occurs, changes in $Z_a$ are defined thus:

$$Z'_k = \begin{cases} 
(1 - \psi)Z'_a & \text{if } (Z_s \leq k), \\
Z'_a & \text{if } (Z_s > k \text{ and } Z'_a; Z \leq g), \\
(1 - \tau)Z'_a & \text{if } (Z_s > k \text{ and } Z'_a; Z > g).
\end{cases}$$  \hspace{1cm} (12)

If we assume that the probability distribution of phenotypic values at $t + 1$ for any given phenotype at $t$ is Gaussian, then the general probability density function describing growth (in $Z_s$ or $Z_a$) is given by

$$G(X|Z, t) = N(\mu, \sigma^2) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp\left(-\frac{(X - \mu)^2}{2\sigma^2}\right),$$  \hspace{1cm} (13)

where $X$ is either $Z_s$ or $Z_a$. Here, $N$ is a normal distribution with a given mean, $\mu$, that is defined from the respective elements of equations (10), (11), or (12). For example, for $G(Z'_a|Z_s, t)$, $\mu = Z_s + \psi \epsilon Z'_a$ when $Z_s \leq k$, and $\mu = Z_s$ when $Z_s > k$. Likewise, during the breeding month, for $G(Z'_a|Z_s, t)$, $\mu = (1 - \tau)Z'_a$ for those individuals that breed. The size-dependent variance term, $\sigma^2$, is defined equivalently for the $G(Z'_a|Z_s, t)$ and $G(Z'_a|Z_s, t)$ functions as

$$\sigma^2_i = \theta - e^{-\gamma \tau},$$  \hspace{1cm} (14)

where $X$ is either $Z_s$ or $Z_a$ and $\theta$ and $\gamma$ respectively define the intercept and coefficient of the function. This variance function captures variation in the acquisition of resources between individuals with the same phenotypic value and variation in the efficiency with which individuals convert resources into structural size or energy reserve (e.g., as a function of age, dominance, or genetic factors).

**Reproduction Function**. Breeding occurs annually over a single time step, such that all reproductive costs to individuals (i.e., costs of pregnancy, parturition, and lactation) are incurred over 1 month. As elk do not usually breed in their first year of life, we set a threshold size for breeding in the model equal to the minimum weight of yearling female breeders across several elk populations (140 kg; Cook et al. 2013). Individuals must be above this threshold structural size to breed but only do so if they have accumulated sufficient energy reserves. This condition describes the reproductive process typical of capital breeders (such as large ungulates), where reproduction is only possible given sufficient stored resources and where those resources were acquired before rather than during the breeding period (Stephens et al. 2009). Litter size can be considered a generalizable function: $L(m)$, where the value of $m$ indicates the maximum number of offspring. We assume a litter size of 1 for all breeders ($m = 1$), with a proportion, $\omega$, of young suffering immediate mortality. Hence,

$$R(Z, t) = \begin{cases} 
0 & \text{if } (Z_s \leq k) \text{ or } (Z_s > k \text{ and } Z'_a; Z \leq g), \\
1 - \omega & \text{if } (Z_s > k \text{ and } Z'_a; Z > g).
\end{cases}$$  \hspace{1cm} (15)

**Development Function**. The development function defines investment in offspring and describes the association between parent and offspring phenotypic values. From the growth equations defined above, we see that mothers assign $\tau Z'_a$ of their resources to producing and provisioning offspring. A portion of this energy, $\upsilon$, goes to form offspring structural size, and the remainder $(1 - \upsilon)$ goes to offspring energy reserves. A mother’s energy reserves are converted to structural components in the offspring with a constant efficiency, $\epsilon$, and to energy...
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Name</th>
<th>Units</th>
<th>Description</th>
<th>Value</th>
<th>Reference(s) and details</th>
</tr>
</thead>
<tbody>
<tr>
<td>State variables:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Z_s$</td>
<td>...</td>
<td>kg</td>
<td>Mass of structural components</td>
<td>.1–240</td>
<td>Field et al. 2003 (65% of whole weight)</td>
</tr>
<tr>
<td>$Z_r$</td>
<td>...</td>
<td>kg</td>
<td>Mass of energy reserve components</td>
<td>.1–120</td>
<td>Field et al. 2003 (35% of whole)</td>
</tr>
<tr>
<td>$Z$</td>
<td>...</td>
<td>kg</td>
<td>Total body mass</td>
<td>2–360</td>
<td>Cook et al. 2004 (cows, 235 kg; SE, 2.2 kg); Griffin et al. 2011 (newborn calves; range, 6–30 kg)</td>
</tr>
<tr>
<td>$V_{\text{max}}$</td>
<td>veg_max</td>
<td>kg</td>
<td>Maximum vegetation biomass</td>
<td>$1.4 \times 10^7$</td>
<td>Garrouette et al. 2016 (peak biomass, 53–86 g m$^{-2}$)</td>
</tr>
<tr>
<td>$V_{\text{min}}$</td>
<td>veg_min</td>
<td>kg</td>
<td>Minimum vegetation biomass</td>
<td>$4.2 \times 10^5$</td>
<td>3% $V_{\text{max}}$</td>
</tr>
<tr>
<td>Vegetation parameters:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha_v$</td>
<td>veg_growth_rate</td>
<td>kg</td>
<td>Stochastic growth rate of vegetation</td>
<td>.1–.6</td>
<td>...</td>
</tr>
<tr>
<td>$\Theta$</td>
<td>half_sat_value</td>
<td>kg</td>
<td>Half-saturation constant in grazing rate</td>
<td>10,000</td>
<td>Owen-Smith 2002</td>
</tr>
<tr>
<td>$\eta$</td>
<td>steepness</td>
<td>kg$^{-1}$</td>
<td>Steepness in satiation scaling of intake rate</td>
<td>15</td>
<td>De Roos et al. 2009</td>
</tr>
<tr>
<td>$j$</td>
<td>veg_energy</td>
<td>MJ kg$^{-1}$</td>
<td>Energy content of vegetation</td>
<td>10</td>
<td>Cook et al. 2004 (range, 7.8–11.2 MJ kg$^{-1}$)</td>
</tr>
<tr>
<td>$\varsigma$</td>
<td>snow_effect</td>
<td>%</td>
<td>Reduction in maximum consumption due to snow cover</td>
<td>.50</td>
<td>Visscher et al. 2006</td>
</tr>
<tr>
<td>Demographic parameters:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k$</td>
<td>ZS_threshold_k</td>
<td>kg</td>
<td>Threshold structural mass for breeding</td>
<td>140</td>
<td>Cook et al. 2013 (autumn weight yearlings that bred; range, 146.2–177.4 kg)</td>
</tr>
<tr>
<td>$g$</td>
<td>breeding_ZR_threshold</td>
<td>%</td>
<td>Ratio of energy reserve mass to total mass needed to breed</td>
<td>.10</td>
<td>Cook et al. 2013 (range, .09%–.11%)</td>
</tr>
<tr>
<td>$f$</td>
<td>fat_threshold</td>
<td>%</td>
<td>Ratio of energy reserve mass to total mass above which consumption decreases</td>
<td>.30</td>
<td>...</td>
</tr>
<tr>
<td>$b$</td>
<td>starvation_threshold</td>
<td>%</td>
<td>Ratio of energy reserve mass to total mass below which animals die from starvation</td>
<td>.03</td>
<td>Cook et al. 2004 (range, .02%–.03%)</td>
</tr>
<tr>
<td>$\beta_0$</td>
<td>surv_int</td>
<td>month$^{-1}$</td>
<td>Intercept of the logit function describing survival</td>
<td>3.00</td>
<td></td>
</tr>
<tr>
<td>$\beta_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
</tbody>
</table>
| $\omega$ | neonate_mortality | month$^{-1}$ | Constant mortality of neonates | .10 | DeGiudice et al. 1991 (midwinter calf-to-cow ratio, 34–36)

**Bioenergetic parameters:**

| $c$ | cmax_slope | kg kg$^{-3/4}$ month$^{-1}$ | Scalar constant of ingestion rate | 6.00 | Jiang and Hudson 1992 (dry matter intake, 7.26 ± .43 kg day$^{-1}$)
| $\delta$ | burn_slope | MJ kg$^{-3/4}$ month$^{-1}$ | Scalar constant of daily metabolic costs | .45 | Jiang and Hudson 1992 (.43 MJ kg$^{-75}$ day$^{-1}$); Vetharaniam et al. 2009 (.56 MJ kg$^{-75}$ day$^{-1}$)
| $m$ | m_anabolic/m_catabolic | MJ kg$^{-1}$ | Coefficient for anabolic/catabolic conversion between assimilated energy and energy reserves | 54.6/39.3 | Illius and O’Connor 2000
| $\psi$ | ZR_to_ZS | % | Proportion of energy reserve mass converted to structural mass in individuals that grow ($Z_r < k$) | .50 | ...
| $\varepsilon_1$ | convert_coef_1 | % | Efficiency with which energy reserve mass is converted to structural mass | .95 | ...
| $\theta/\gamma$ |  |  | Intercept and exponent of function describing variance in growth of structural and energy reserve mass | 5.0/-.05 | ...
| $\lambda/\zeta$ |  |  | Intercept and exponent of function describing variance in development of structural and energy reserve mass in offspring | 1.5/-.03 | ...
| $\tau$ | ZR_to_reproZ | % | Proportion of energy reserve mass allocated to reproduction (offspring production and provisioning) by breeders | .60 | ...
| $\nu$ | reproZ_to_offspringZS | % | Proportion of the allocated reproductive reserve that is converted to offspring structural mass | .90 | ...
| $\varepsilon_f/\varepsilon_3$ | convert_coef_2/3 | % | Efficiency with which mother’s energy reserves are converted to offspring structural/energy reserve mass | .95/95 | ...
reserves in her offspring with efficiency \( e_s \). Hence, we can define the expected development of \( Z_0 \) and \( Z_J \) in offspring thus:

\[
\begin{align*}
Z_{0,\text{ atual}}^t &= \begin{cases} 
0 & \text{if } (Z_0 \leq k) \text{ or } (Z_0 > k \text{ and } Z_0^t : Z \leq g), \\
S_0 \cdot e_s \cdot \tau \cdot Z_0^t & \text{otherwise};
\end{cases} \\
Z_{J,\text{ atual}}^t &= \begin{cases} 
0 & \text{if } (Z_J \leq k) \text{ or } (Z_J > k \text{ and } Z_J^t : Z \leq g), \\
(1 - S_0) \cdot e_s \cdot \tau \cdot Z_J^t & \text{otherwise}.
\end{cases}
\end{align*}
\]

(16)

We then apply the same rationale used to construct the growth functions above to construct the development functions (\( D(Z_0^t | Z_0, t) \) and \( D(Z_J^t | Z_J, t) \)):

\[
D(X^t | X, t) = N(\mu_X, \sigma_X^2) = \frac{1}{\sqrt{2\pi}\sigma_X} \exp \left(-\frac{(X^t - \mu_X)^2}{2\sigma_X^2}\right),
\]

where \( X \) is either \( Z_0 \) or \( Z_J \) and \( N \) is a normal distribution with a given mean, \( \mu \), defined from the respective element of equation (16) or (17). As above, the size-dependent variance, \( \sigma_X^2 \), is defined equivalently for the \( D(Z_0^t | Z_0, t) \) and \( D(Z_J^t | Z_J, t) \) functions and captures variation in how individuals convert resources into structural size or energy reserves in their offspring:

\[
\sigma_X^2 = \lambda - e^{-\lambda X},
\]

where \( \lambda \) and \( \varsigma \) respectively define the intercept and coefficient of the function.

**Model Parameterization**

Northern Yellowstone includes the valleys of the upper Yellowstone, Lamar, and Gardiner Rivers and comprises habitat within Yellowstone National Park and the adjoining areas of Montana. Sagebrush-grassland steppe is the predominant vegetation type, accounting for slightly more than half of all the nonforested vegetation and providing most of the forage for the large number of grazing animals that winter there: elk, bighorn sheep (\( Ovis canadenis \)), bison (\( Bison bison \)), mule deer (\( Odocoileus hemionus \)), and pronghorn (\( Antilocapra Americana \); Houston 1982; Garrou et al. 2016). Elk remain the most abundant wild ungulate within northern Yellowstone despite a large recent population decline, which has been variously attributed to increased predation pressure, prolonged periods of drought, and regulated hunting (Vučetic et al. 2005; Eberhardt et al. 2007; Profitt et al. 2014). While the numbers and biomass of other herbivores in northern Yellowstone is relatively insignificant compared with that of elk, bison (which can weigh up to eight times an elk) have greatly increased in numbers in recent years (Frank et al. 2016). The model we present here is for Yellowstone before the bison population expansion.

As our model is nonspatial and because the dynamics of seasonal migration in northern Yellowstone elk are complex (with substantial individual heterogeneity in both migration distance and direction; White et al. 2010), we made the simplifying assumption that the simulated elk population was resident year-round. On the basis of an estimate of the mean phytomass in sagebrush-grassland ecotypes, we set \( V_{\text{max}} = 1.4 \times 10^7 \) and allowed the elk population to potentially consume all but 3% of it (\( V_{\text{min}} = 4.2 \times 10^7 \); table 1; Garrou et al. 2016). We allowed for temporal variation in resource growth rate by allowing \( a \) to vary stochastically with time (\( a_t \)), initially setting this to reflect faster growth (and subsequently investigating the effect of slower resource growth rates; see "Seasonality Analysis: Investigating the Influence of Changing Patterns of Seasonality on Model Outputs"). We made the simplifying assumption that the nutritional quality of the resource did not vary within or between seasons and set this parameter to reflect high-quality forage (table 1). Although environmentally induced changes in plant quality may be an additional determinant of consumer body size (Christianson and Creel 2009; Parker et al. 2009; Smith-Ramesh et al. 2018), predicting how environmental change will alter plant phenology and quality is not straightforward, as changes to plant quality and phenology under different moisture and temperature regimes can be complex and context dependent (Smith-Ramesh et al. 2018). We incorporated winter snowfall probabilistically by allowing snow to fall for either two, three, or four consecutive months of the nongrowing season (with a probability of 0.2, 0.4, and 0.4, respectively). This reflected the average number of months in which snow depth is on average >10 cm across northern Yellowstone, thus restricting forage consumption by elk (based on data from SNOTEL sites; US Department of Agriculture, Natural Resources Conservation Service). On the basis of values from the literature, we capture the effects of both the depth and the density of the snow pack on forage availability by including a single parameter that proportionally reduced maximum consumption on months when snow fell (table 1).

Adult female elk weigh on average 235 kg (Cook et al. 2004). On the basis of hunting records we estimated the nonstructural mass of elk to be 35% of whole weight (Field et al. 2003). To avoid unintentional eviction of individuals from the matrix approximation of the IPM kernel, it is necessary to extend beyond observed phenotypic ranges (Williams et al. 2012). We created a vector of 50 structural size phenotypes \( (Z_i) \) ranging from 0.1 to 240, each of which was associated with one of 50 energy
Transient dynamics were discarded by only analyzing met-
within the greater Yellowstone ecosystem (and more broadly in temperate ecosystems globally; IPCC 2013; Chang and Hansen 2014; Romme and Turner 2015). Our seasonal variants included an increase in the length of vegetation growing period ("Longer season"), a decrease in productivity during the growing season due to increased occurrence of drought ("Lower productivity"), shorter winters ("Fewer snow months"), and less severe winters ("Less snowfall"; see table 3 for details). As above, we ran each of the four seasonal variants as per the baseline model and examined how each variant influenced the abundance and biomass of the elk population, the availability of resources, and the underlying distribution of structural and energy reserve sizes in the population.

Results

Elk Population Dynamics and Body Size Distributions under a Baseline Seasonal Environment

Our baseline model, when parameterized for northern Yellowstone elk, predicted a population of approximately 20,000 elk (range, 11,691–27,522) that kept the vegetation below its maximum value and was periodically capable of grazing it down to its minimum value (fig. 1a, 1b). The prebreeding abundance of approximately 15,000 individuals and a population of potential breeders (individuals with 

No. (probability) of snow months

Reduction in consumption during snow (%)
Figure 1: a, b, Dynamics of the elk population and resource biomass over the whole simulation (200 years; a) and for the last 10 years (b), with the annual prebreeding abundance superimposed (red lines). c, Temporal variation in mean body size in the elk population over the last 10 years of the simulation: mean total size ($Z_t$, blue line), mean structural size ($Z_S$, red line), and mean energy reserve size ($Z_R$, orange line). Population dynamics and mean phenotypes are shown for the whole population and separately for potential breeders (individuals that have reached the critical size for breeding; i.e., $Z_t \geq k$) and nonbreeders in the elk population.
each month to growth (fig. 1c, nonbreeders, orange line). The mean structural size in this group is lowest during the breeding month (because of the influx of neonates) and increases faster during the growing season, when resources are not limiting, than during the nongrowing season (fig. 1c, nonbreeders, red line). The dynamics of energy reserve size in the nonbreeding group are determined both by the annual reproductive pulse and by density-dependent feedbacks operating via competition for resources over the growing and nongrowing seasons, which determine their growth dynamics.

The combined effects of these dynamic processes operating within the potential breeders and nonbreeding (growing) groups are shown for the whole population in figure 2 (where plotted values show the monthly body size distributions averaged over the 200-year simulation). The bimodal peaks in each of the mean monthly size distributions correspond to the two population groups, with shifts in the location of the distribution of structural ($Z_s$) and energy reserve ($Z_r$) phenotypes along the X-axis clearly depicting the growth and reproduction processes operating at different times of year (fig. 2). For example, the first peak appearing at low values of $Z_s$ during the breeding month corresponds to the influx of neonates to the population (fig. 2a, red). This peak then shifts to the right (to larger $Z_s$ values) over the year as these individuals grow in structural size (fig. 2a). The second peak in each of the mean monthly size distributions, shown in figure 2a, corresponds to the structural size of the potential breeders and does not change over the year. Looking at the mean monthly distribution of energy reserve size in the population (fig. 2b), the first peak at low values of $Z_r$ during the breeding month (red) corresponds to the influx of neonates and shifts very little over the year because young individuals grow in size but do not accumulate large reserves. In contrast, the second peak, which is

Figure 2: Distributions of mean structural size, $Z_s$ (a), and mean energy reserve size, $Z_r$ (b), in the simulated elk population at every month of the year (plotted monthly values are averages over the 200-year simulation). Red = breeding month; green = vegetation growing months; blue = vegetation nongrowing months.
associated with the mean reserve size of potential breeders, increases rapidly in the months after breeding (during the vegetation growing season) and declines slightly over the nongrowing season (fig. 2b).

Comparing these predicted distributions of the structural size and energy reserve size with observed values for northern Yellowstone elk is not straightforward. As elk are difficult to weigh in the field, body weight is usually inferred from morphological measurements (Cook et al. 2004, 2013). Moreover, it is unclear how body weight or body condition scores correlate with the \( Z_s \) values that encompass both muscle mass and fat mass. Data on temporal changes in whole-body weights of northern Yellowstone elk suggest that our model is producing sensible results. Cook et al. (2004) reported that Yellowstone adult female elk during February and March in autumn weigh between 190 and 275 kg, which corresponds well to the sum of \( Z_s \) and \( Z_r \) in the second “breeders” peak at this time (~180–280 kg; fig. 2). In addition, Griffin et al. (2011) reported that the newborn calves from northern Yellowstone (age 1–10 days) weigh between 6 and 28 kg, which corresponds closely to the sum of the \( Z_s \) and \( Z_r \) distributions corresponding to the newborn peak (the first peak) in May (~8–46 kg; fig. 2). Furthermore, 6–8-month-old elk calves weigh on average between 80 and 100 kg across several northern US elk populations (Cook et al. 2013), again corresponding well to the sum of the \( Z_s \) and \( Z_r \) distributions for the “neonate” hump in November (~60–120 kg; fig. 2).

**Elk Population Dynamics and Body Size Distributions under Perturbations to Bioenergetic and Demographic Parameters**

Our sensitivity analyses revealed that changes (±5% or ±10%) to the values of the bioenergetic parameters governing individual growth trajectories could shift the distribution of body size in the population and generate potentially large changes in population abundance and resource biomass (\[burn\_slope, \text{cmax\_slope, fat\_threshold, ZR\_to\_ZS}\]; figs. 3a–3d, S4). This suggests that body size distributions change when environmental changes act to alter the parameters governing underlying growth dynamics. Even very small changes to body size distributions could have large ramifications for population dynamics. For example, both a 10% increase in the metabolic rate coefficient (\[burn\_slope\]; fig. 3a, yellow vs. orange-red line) and a 10% decrease in the consumption rate coefficient (\[cmax\_slope\]; fig. 3b, dark red vs. orange-red line) decreased the mean body size in the population by a relatively small amount, yet each led to a reduction or even collapse of the population. More interestingly, the relationships between changes in body size distributions and impacts on population and resource dynamics were distinctly nonlinear, with clear thresholds evident for these parameters (fig. 3a–3d). For example, changing the proportion of energy reserves allocated to growth in growing individuals (ZR_to_ZS) altered the mean structural and energy reserve size of individuals but only resulted in population impacts (population collapse) at values above 50% (ZR_to_ZS; fig. 3d). At high values of ZR_to_ZS, growth in structural size occurs rapidly and at the expense of reserve accumulation, such that nonbreeding individuals are larger but in poorer condition and thus more likely to die of starvation over the winter nongrowing period.

The nonlinearity in associations between body size distributions and population dynamics was further evident in how changes to parameter values that decreased mean body size (particularly a decrease in mean \( Z_s \)) had larger impacts on population dynamics than those that increased mean body size. There are two explanations for this. As elk are a long-lived species, survival rates are high and increase rapidly with size. Hence, the shape of the survival function for this species implies that reductions in mean body size will have far greater consequences for average survival rates than will comparable increases in mean body size (see, e.g., fig. S5). Second, when populations are at carrying capacity (as was the case for our baseline population), then any change to parameter values that increases survivorship of individuals should be offset by decreased reproductive output because of an increase in the strength of density-dependent processes. This is indeed what we found. Reproductive output (the mean proportion breeding and the proportion of years with 100% reproduction) declined linearly with parameter changes that favored increased individual survivorship via an increase in mean body size (i.e., decreasing metabolic rate, increasing consumption rate, increasing fat threshold, and decreasing allocation of energy reserves to growth; fig. 3a–3d; table S1, pts. a–d; tables S1, S2 are available online).

In contrast, small changes in demographic parameters (neonate\_mortality, surv\_slope [the slope of the survival function], ZR_to_reproZ [the amount of energy reserve mass allocated to reproduction], and reproZ_to_offspringZS [the amount allocated to structural size in offspring]) had minimal effects on body size distributions, population abundance, and resource biomass (fig. 3f–3i). Changes to these four parameters did not alter the growth dynamics of individuals but instead directly on demographic rates. However, these changes were of insufficient magnitude to impact population dynamics and were offset by a density-dependent reduction in reproductive output, as discussed above (table S1). The exception to this pattern was changes to the value of the intercept of the survival function (fig. 3e, surv\_int). Decreasing the survival prospects of individuals in the population resulted in lower population abundance, with population collapse occurring at the lowest
value tested (fig. 3e). That changing survival rates had a greater impact than did changing other demographic parameters is unsurprising given the importance of survival to the population dynamics of long-lived species such as elk (Gaillard et al. 1998; Sæther and Bakke 2000). Yet increasing the value of the survival intercept did not result in a greater population abundance (fig. 3e). Again, this was likely due to an increase in the strength of density-dependent feedback operating to regulate the population at carrying capacity via a reduction in reproductive output (the mean proportion breeding and the proportion of years with 100% breeding were lower at higher values of survival intercept; table S1).

**Elk Population Dynamics and Body Size Distributions under Changing Patterns of Seasonality**

We found that increasing the duration of the vegetation growing season and reducing the productivity of the growing season had far greater impacts on the population dynamics of elk than did reducing the severity of winter...
In response to a longer vegetation growing season, the simulated elk population increased markedly in abundance and consumed a greater amount of vegetation throughout the year (fig. 4a). In response to reduced resource productivity during the growing season, the opposite occurred: the population decreased in abundance and consumed less vegetation (fig. 4b). Interestingly, our model output showed that these population-level changes occurred in the absence of phenotypic changes to the distribution of body size in the population. Neither the mean structural size nor the mean energy reserve size of individuals differed between these two seasonal simulations and the baseline model (fig. 4a, 4b). In addition, reproductive output varied relatively little between the baseline model and these two seasonal variants (the apparent greater variability of reproduction under the "lower-productivity" season was driven by just 4 years in which reproduction was low; <60%; table S2). Thus, we can conclude that the population impacts of a longer or less productive growing season transpired primarily because these environmental changes increased or decreased resource availability, which directly affected individual survival rates as a result of reduced or strengthened density-dependent competition for resources.

In contrast, reducing the duration or extent of snowfall during the nongrowing season had comparatively little impact on elk population size or the biomass of vegetation present (fig. 4c, 4d). Nevertheless, changing these two environmental processes did alter the body size composition of the population. Under less severe winter conditions individuals consumed more resources during the nongrowing period (fig. 4c, 4d). Individuals were thus fatter over the winter nongrowing period (a larger $Z_R$ for both potential breeders and nonbreeders) although slightly smaller overall (smaller $Z_S$; fig. 4c, 4d). This pattern occurred because individuals that are in better condition over the winter (i.e., have greater energy reserves) can mature at slightly smaller sizes (if, e.g., they do not require an additional year of growth to reach breeding size). Consequently, they produce slightly...
smaller offspring (as they have proportionally less energy reserve mass to allocate to reproduction than do larger individuals), which nonetheless grow more rapidly than under baseline conditions, as they also have access to greater energy reserves over the milder winter (fig. 4c, 4d). Improved body condition over the winter should increase survival and reproduction rates, potentially altering population abundance. This did not transpire in our simulation, either because these changes were of insufficient magnitude or because they were counteracted by density-dependent processes (or both). As changes to snowfall duration and extent during the non-growing season did not markedly increase or decrease
resource availability across the year, the carrying capacity of the system remained unchanged relative to the baseline. Consequently, the potential increases in survival rates that would have been mediated by observed increases to mean winter energy reserve mass under these two seasonal variants were offset by density-dependent reductions in reproductive output relative to the baseline model (table S2).

**Discussion**

Our work provides several insights into how environmental change affects population dynamics via associations between phenotypes, demography, and resource availability. First, we have shown that when environmental change alters demographic rates directly, population change can
ensue in the absence of substantial changes to population composition, such that populations will be composed of fewer or more individuals that occupy the same phenotypic distribution. We found that directly altering the demographic rates of individuals in our simulated population had little impact on mean body size in the population because the environmental change benefited or burdened all individuals to the same extent and because the underlying individual growth dynamics were unaffected (i.e., the rate at which individuals consumed and metabolized resources remained unchanged). In our study, this occurred when the environmental change greatly altered the availability of resources, as this modified the strength of intraspecific competition for resources and consequently the strength of density-dependent feedback processes operating on demographic rates.

In addition, we observed that under some circumstances environmental change can alter body size distributions with little consequence for population dynamics, such that populations will be composed of a similar number of differentiated individuals. In our study, this occurred when the effect of the environmental change on resource availability was small and restricted to the nongrowing season. Previous work has shown that when body size has a small effect on vital rates, changes in body size will not propagate to alter population dynamics, even though they may influence other life-history processes (Pelletier et al. 2007; van Bentham et al. 2017). This reveals that fluctuations in population abundance and body size can result from different life-history processes and that environmental processes must affect body size–vital rate combinations that have high elasticity to impact population growth (Ozgul et al. 2012; Tredennick et al. 2018). However, neither of these considerations adequately explains our result. Our sensitivity analyses demonstrated that body size was strongly linked to demographic rates and population dynamics but in a nonlinear manner, such that decreases in mean body size led to larger population effects than did increases in mean body size. This finding adds to previous work demonstrating the importance of nonlinear effects of size asymmetries on population dynamics, persistence, and cycling (De Roos et al. 2003). We also found that strong density-dependent processes operating to regulate our simulated population at carrying capacity could offset trait-mediated increases in vital rates and therefore counteract expected population responses to environmental change. Our work highlights that the direction and magnitude of environmentally driven shifts in body size distribution and ecological carrying capacity are both important in determining the nature of population responses to environmental change. Accordingly, we suggest that a more complete understanding of how associations between body size and demography influence population responses to environmental change will require consideration of the shape of the relationships between phenotypic distributions and vital rates, the population status with regard to its ecological carrying capacity, and importantly the direction and magnitude of the environmentally driven change in both phenotypes and ecological carrying capacity.

Although environmentally driven shifts in the body size distribution of elk in this study did not in themselves translate to changes at the population level, they are nonetheless likely to have important consequences for population dynamics when considered in the context of more complex community interactions. In multitrophic systems, changes in body size distributions can influence both population dynamics and ecological structure by modifying the outcomes of interspecific interactions (De Roos et al. 2003; Griffiths et al. 2018; Detmer and Wahl 2019). For example, shifts in the body size distribution of one species can alter the balance of asymmetric competition between sympatric species competing for limited resources (De Roos et al. 2003; Eccard and Ylönen 2003; Bassar et al. 2017; Brose et al. 2017). Similarly, selective predation can create asymmetries in mortality rates between small and large individuals or individuals in poor or good condition, which can influence population dynamics or the strength of trophic cascades (Day et al. 2002; Hülsmann et al. 2011; Detmer and Wahl 2019). The results of our seasonal simulations confirmed that milder winters enabled elk to be in better condition over winter (i.e., greater mean energy reserve mass for structural size). In the context of our two-level consumer-resource model, this shift in phenotypic body size distribution did not translate to changes in population dynamics (for reasons discussed above). However, northern Yellowstone elk may compete with bison for resources and suffer size- and condition-dependent predation (with smaller and weaker individuals being most susceptible; Metz et al. 2012). When seen within this community context, a potential shift in the body condition of elk over winter could have significant ramifications for elk population dynamics and community structure. We are currently working to extend our modeling framework to incorporate multitrophic interactions in order to better understand the role that environmentally driven shifts in the body size distribution of elk play in mediating the outcome of intra- and interspecific interactions in this system.

Environmental change is an inherently multivariate phenomenon. Identifying exactly which weather covariates and processes impact individual performance and demographic rates is a difficult problem (Smith-Ramesh et al. 2018). Our work reveals just how complex changing climatic processes can be for herbivores via their indirect effects on resource availability. Climate change forecasts for patterns of seasonality in temperate environments predict milder winters and hotter and drier summers, leading to an increase in the duration of the vegetation growing season and a concomitant...
decline in resource productivity (IPCC 2013; Chang and Hansen 2014). The results of our model simulations revealed that these varied climatic processes led to profoundly different and conflicting effects on our simulated elk population. In particular, we found that the detrimental effects of a reduction in resource productivity on population size were of a magnitude similar to that of the beneficial effect of a longer vegetation growing season, offering a potential means of compensation.

The bioenergetic IPM we built captured the key population characteristics of northern Yellowstone elk for which it was parameterized (in the absence of predation). It predicts realistic temporal patterns of body size changes for this species and credible population responses to simulated changes in patterns of seasonality. Studies have shown that the dynamics of long-lived species such as elk are most susceptible to variations in survival of prime-age individuals (Gaillard et al. 1998; Sæther and Bakke 2000). In addition, ungulate populations are known to be strongly regulated through density-dependent mortality and reproduction, with environmental variation combining with density dependence through a common effect on resource supply (Illius and O’Connor 2000). Thus, it is perhaps not surprising that we found that the population dynamics of our simulated elk population were more strongly affected by environmental changes that directly influenced survival rates and modified the strength of density-dependent processes than by processes that modified the distribution of body sizes in the population. Our inferences in this study are particular to the system we chose to model. Nevertheless, in light of the results of our model and our understanding of model behavior, we would expect that for organisms with different life-history patterns and where body size exerts very large effects on survival or reproduction (e.g., many fish and invertebrate species), plastic variation in growth or strong environmental impacts on growth could have far more substantial effects on population dynamics than those observed in our system. The model we have developed here can be readily transported to other herbivore systems where growth is dependent on a dynamic resource base, including St. Kilda sheep (Coulson et al. 2001), Serengeti wildebeest (Mduma et al. 1999), and grazing reef fish (Williams and Polunin 2001), if the baseline data are available. Moreover, extension of this model to include competition between sympatric species (e.g., elk and bison) could also provide for more nuanced understanding of population dynamics in seasonally varying environments, and it is the focus of our ongoing work.

Ecological modeling requires making a trade-off between biological realism (complexity) and tractability. A functional model must strike a balance by incorporating sufficient detail to capture the necessary ecological processes while remaining simple enough to help understand the dynamics of those processes (Trebitz et al. 2000). To facilitate the tractability and generality of our model, we assumed that individual energy budgets were determined only by fluctuations in resource availability in the environment and the physiological state of an individual (its structural and energy reserve size and its potential to breed). Metabolic costs for large herbivores in temperate environments will vary seasonally as a result of a combination of multiple processes (Lovegrove 2005). Thermoregulatory costs can increase with exposure to harsh weather conditions (temperature extremes, increased precipitation, wind speeds, or solar radiation) and are typically elevated in both summer and winter, although they exhibit great variation even within seasons (Parker and Robbins 1984; Lovegrove 2005; Glushkov and Kuznetsov 2015). Additionally, locomotor costs can increase during winter because of the additional energy expenditure required to move through snow, although the extent to which this occurs depends strongly on the duration, depth, and density of winter snowfall (Parker et al. 1984; DelGiudice et al. 1991). To further complicate matters, both thermoregulatory and locomotor costs can be moderated by aspects of individual behavior (e.g., altered movement patterns; Long et al. 2014; Glushkov and Kuznetsov 2015). Because of these numerous complexities, we chose to not explicitly link individual energy budgets to environmental conditions or to include locomotor costs, instead subsuming these energetic expenditures within our general metabolic costs. The model framework we developed can be extended to accommodate more complex environmentally linked energy budgets. While this was beyond the scope of this project, we anticipate that such an undertaking will provide a more nuanced understanding of the mechanisms linking demographic responses to environmental change in this population.

To further facilitate the computational tractability of our model, we modeled only the female part of the population and incorporated all reproductive costs into one time period (at the start of the growing season). Males are often neglected in studies of ungulate population dynamics because male availability does not limit female reproduction. Females generally produce and raise young on their own, and there is often little overlap in habitat use between the sexes (Gaillard et al. 1998). Hence, modeling the dynamics of the female component of the population may suffice to adequately describe the population dynamics of many ungulate species. Nevertheless, there is increasing recognition that the presence and behavior of males matter to population processes (Mysterud et al. 2002; Rankin and Kokko 2007). Particularly relevant to our bioenergetic IPM is the fact that the dynamics of energy acquisition and allocation may differ temporally between females and males (Parker et al. 2009). In ungulate species living in temperate environments, the peak energetic demands for females occur over spring and early summer (when gestation/lactation costs are high),
but for males these occur during the autumn rut (White et al. 2008; Parker et al. 2009; Douhard et al. 2018). Hence, males often start winter in poorer condition, having reduced their body reserves during the rut (Cook et al. 2016). These divergent patterns could alter the strength of competition for limiting resource between males and females, with potential ramifications both for the strength of density-dependent processes and for the dynamics of body size changes in males and females. Similarly, our compression of reproductive costs into a single time period ignored the potential for temporal variation in the metabolic costs of offspring production (gestation and birth) versus provisioning (lactation) to interact with changing resource availability and influence competitive interactions, phenotypic changes, and population processes. The IPM framework we employed in this article can be readily generalized to include age and sex structure (Ellner and Rees 2006), genetic variation (Coulson et al. 2011), asymmetric competition (Bassar et al. 2016), and different, nonrandom mating systems (Schindler et al. 2013). Extension of our model to include two sexes and a more realistic temporal portrayal of reproduction costs is the focus of our ongoing work.

Despite increasing interest in elucidating associations between phenotypic and demographic responses to environmental change, we still lack an understanding of the conditions under which these processes are linked and how these links arise. Using a mechanistic population model that jointly models population and resource dynamics alongside the dynamics of demography and body size distributions, we show that small changes in phenotypic trait distributions can generate large changes in population dynamics but that these need not trigger population responses to environmental change. We further show that population responses to environmental change will be a product of the degree to which different environmental processes affect resource availability throughout the year, the strength and shape of the association between body size and vital rate functions (which is likely to be highly nonlinear), where the population lies with respect to the ecological carrying capacity, and subsequently the strength of density-dependent feedback processes.
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Supplementary Table 1: Mean proportion breeding (Mean %) and range along with the proportion of years in which 100% of potential breeders bred, in each of the sensitivity analysis simulations. See Table 2 for details of parameters varied in the local sensitivity analysis.

<table>
<thead>
<tr>
<th>Parameter name</th>
<th>Metric</th>
<th>Lowest (&lt;10%)</th>
<th>Lower (&lt;5%)</th>
<th>Baseline</th>
<th>Higher (&gt;5%)</th>
<th>Highest (&gt;10%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) burn_slope</td>
<td>Mean %</td>
<td>0.963 (0.82 – 1.0)</td>
<td>0.979 (0.81 – 1.0)</td>
<td>0.989 (0.83 – 1.0)</td>
<td>0.999 (0.92 – 1.0)</td>
<td>1.00 (1.0 – 1.0)</td>
</tr>
<tr>
<td></td>
<td>Range</td>
<td>40</td>
<td>49</td>
<td>65</td>
<td>87</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Prop Years with 100% breeding</td>
<td>40</td>
<td>49</td>
<td>65</td>
<td>87</td>
<td>100</td>
</tr>
<tr>
<td>(b) cmax_slope</td>
<td>Mean %</td>
<td>1.0 (1.0 – 1.0)</td>
<td>1.0 (1.0 – 1.0)</td>
<td>0.989 (0.83 – 1.0)</td>
<td>0.956 (0.50 – 1.0)</td>
<td>0.91 (0.58 – 1.0)</td>
</tr>
<tr>
<td></td>
<td>Range</td>
<td>100</td>
<td>100</td>
<td>65</td>
<td>44</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>Prop Years with 100% breeding</td>
<td>100</td>
<td>100</td>
<td>65</td>
<td>44</td>
<td>35</td>
</tr>
<tr>
<td>(c) fat_threshold</td>
<td>Mean %</td>
<td>1.0 (1.0 – 1.0)</td>
<td>1.0 (1.0 – 1.0)</td>
<td>0.989 (0.83 – 1.0)</td>
<td>0.952 (0.78 – 1.0)</td>
<td>0.91 (0.73 – 1.0)</td>
</tr>
<tr>
<td></td>
<td>Range</td>
<td>100</td>
<td>82</td>
<td>65</td>
<td>52</td>
<td>44</td>
</tr>
<tr>
<td></td>
<td>Prop Years with 100% breeding</td>
<td>100</td>
<td>82</td>
<td>65</td>
<td>52</td>
<td>44</td>
</tr>
<tr>
<td>(d) ZR_to_ZS</td>
<td>Mean %</td>
<td>0.964 (0.41 – 1.0)</td>
<td>0.981 (0.40 – 1.0)</td>
<td>0.989 (0.83 – 1.0)</td>
<td>1.0 (1.0 – 1.0)</td>
<td>1.0 (1.0 – 1.0)</td>
</tr>
<tr>
<td></td>
<td>Range</td>
<td>38</td>
<td>41</td>
<td>65</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Prop Years with 100% breeding</td>
<td>38</td>
<td>41</td>
<td>65</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>(e) surv_int</td>
<td>Mean %</td>
<td>1.0 (1.0 – 1.0)</td>
<td>1.0 (1.0 – 1.0)</td>
<td>0.989 (0.83 – 1.0)</td>
<td>0.976 (0.51 – 1.0)</td>
<td>0.957 (0.42 – 1.0)</td>
</tr>
<tr>
<td></td>
<td>Range</td>
<td>100</td>
<td>100</td>
<td>65</td>
<td>44</td>
<td>41</td>
</tr>
<tr>
<td></td>
<td>Prop Years with 100% breeding</td>
<td>100</td>
<td>100</td>
<td>65</td>
<td>44</td>
<td>41</td>
</tr>
<tr>
<td>(f) surv_slope</td>
<td>Mean %</td>
<td>0.994 (0.85 – 1.0)</td>
<td>0.990 (0.74 – 1.0)</td>
<td>0.989 (0.83 – 1.0)</td>
<td>0.988 (0.84 – 1.0)</td>
<td>0.985 (0.79 – 1.0)</td>
</tr>
<tr>
<td></td>
<td>Range</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metric</td>
<td>Baseline</td>
<td>(a) Longer season</td>
<td>(b) Lower productivity</td>
<td>(c) Fewer snow months</td>
<td>(d) Less snow fall</td>
<td></td>
</tr>
<tr>
<td>------------------------</td>
<td>----------</td>
<td>------------------</td>
<td>------------------------</td>
<td>-----------------------</td>
<td>-------------------</td>
<td></td>
</tr>
<tr>
<td>Mean %</td>
<td>0.989</td>
<td>0.991</td>
<td>0.983</td>
<td>0.964</td>
<td>0.927</td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>(0.83 – 1.0)</td>
<td>(0.939 – 1.0)</td>
<td>(0.461 – 1.0)</td>
<td>(0.815 – 1.0)</td>
<td>(0.697 – 1.0)</td>
<td></td>
</tr>
<tr>
<td>Proportion of years with 100% breeding</td>
<td>65%</td>
<td>60%</td>
<td>82%</td>
<td>39%</td>
<td>39%</td>
<td></td>
</tr>
</tbody>
</table>

**Supplementary Table 2:** Mean proportion breeding (Mean %) and range along with the proportion of years in which 100% of potential breeders bred for each of the seasonal variants simulated (see Table 3 for details).
**Supplementary Figure 1**: Biomass of the elk population over the whole baseline simulation (200 years; Panel A) and for the last 10 years (Panel B), with the annual pre-breeding census superimposed (red lines). Biomass is shown for the whole elk population, the potential breeders, and the nonbreeding individuals.
**Supplementary Figure 2**: Proportion breeding in (a) each of the 200 breeding months for the full baseline model run, and (b) for the final 30 years of the baseline model run.

![Supplementary Figure 2](image)

**Supplementary Figure 3**: Proportion breeding in each of 200 breeding months for the full baseline model run, versus (a) the total population size and (b) vegetation biomass in the preceding month.

![Supplementary Figure 3](image)
**Supplementary Figure 4:** Plots showing linear and non-linear relationship between values of parameter perturbed in the sensitivity analyses (shown on the x axes) and the monthly total population size or monthly mean total body weight (Mean Z; shown on the y axes).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Notation</th>
<th>Plot</th>
</tr>
</thead>
<tbody>
<tr>
<td>burn_slope</td>
<td>$\delta$</td>
<td><img src="image1" alt="Plot" /></td>
</tr>
<tr>
<td>cmax_slope</td>
<td>$c$</td>
<td><img src="image2" alt="Plot" /></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>fat_threshold</td>
<td>$f$</td>
</tr>
<tr>
<td>Z_{R_to_ZS}</td>
<td>$\psi$</td>
</tr>
<tr>
<td>surv_int</td>
<td>$\beta_0$</td>
</tr>
</tbody>
</table>

Elk responses to environmental change
Elk responses to environmental change

<table>
<thead>
<tr>
<th>surv_slope</th>
<th>$\beta_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega$</td>
<td></td>
</tr>
<tr>
<td>ZR_to_reproZ</td>
<td>$\tau$</td>
</tr>
</tbody>
</table>
Supplementary Figure 5: Schematic representation of how shifts in the distribution of body size can alter the mean survival rate of a population. The survival curve plotted shows monthly survival rates (as parameterized for elk in our model). Superimposed are three hypothetical body size distributions: a baseline distribution (black), and the same distribution increased (red) or decreased (blue) by 30%. A reduction in mean body size changes the average survival rate by a greater amount (equivalent to 4% per year) than does a comparable increase in mean body size (equivalent to 1% per year).